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A COMPUTER NETWORK MODEL OF HUMAN
TRANSACTIVE MEMORY

DANIEL M. WEGNER
University of Virginia

Several of the design factors that must be considered in linking computers together
into networks are also relevant to the ways in which individual human memory
systems are linked into group memory systems. These factors include directory
updating (learning who knows what in the group), information allocation (assigning
memory items to group members), and retrieval coordination {planning how to find
items in a way that takes advantage of who knows what). When these processes
operate effectively in a group, the group’s transactive memory is likely to be
effective.

We all have known and grown accustomed to the computer model of
mind in psychology. Itis to the point now that we don’t even wince when
we hear that our brains are “hardwired” for this, or that our minds have
been “programmed” to do that. The scientific advances offered by this
model go well beyond these idioms, of course, as the modern under-
standing of the inner workings of mind appears to be moving ahead
rapidly given this rich metaphor. And it’s not over yet. There is a whole
new level of metaphorical insight that becomes available when we apply
the model to the outer workings of mind. Quite simply, people may
interact with one another in some of the same ways in which computers
interact with one another. If individuals are computers, every social
group is a computer network.

This article is about how communications among individuals influ-
ence the memory processes and capabilities of individuals and groups.
The first order of business is an overview, based on the computer
metaphor, of the memory systems that are formed when individuals’
memory systems are considered together with the communications that
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occur between individuals in dyads'and in groups. These la“fger ;r:erlngosxg
systems have been called transactive memory §y§tems ( I_;egx: ; , 1985),
Wegner, Erber, & Raymond, 1991; Wegner, Gluhar.lo, & Herte ,ted > ,
and their influence will then be viewed in terms of 1ssu?s suglgetzs rtaii
the computer network metaphor. The metapl}or rpakes clear ?1 22 rar
elements—what we will call directory updating, mform.atlon ad souccess:
and retrieval coordination—are necessary for the formation alm d success
ful operation of transactive memory. As we shall. see, peor:. : ex mge mo}:
use many of the same strategems to enhe.mce their transact 1r Communi):
systems that network engineers have designed for comp;x el omumuni-
cation. With an appreciation of these strategems we can ;%1:1 under
stand how communication influences the memory capabilities

groups and individuals.

HUMAN GROUPS AS COMPUTER NETWORKS

Normally, using a metaphor involves the applicatioa 011;\ sto}?\ething yt;)‘u.;
’ i i know less well. is sense,
know well to explain something you '
metaphor featured here is backward indeed, morfe likea rotflpat'?.ml: I\V/i(l)ts;
i ter nerd, are far more familia
of us, save the occasional compu , . i
social groups than we are with computer net;vorks, aqd 1tte i:;ngfs;z:e
i lain social groups in
thing of a throwback to try to exp : s ol these
ter network literature is itse
networks. For that matter, the compu fure s ltselfouil
i t computers should be linked tog;
largely on the assumption tha 1 o fogether ir
linked together. So, the backw
ch the same way that people are '
;oliv of this metaphor is underway and continues even now as computer
tworks are advancing in all directlons.. o
neSo why proceed? The simple answer is that thinking about human
groups as though they were computer networks offers E:sksotr;:e conce,tpé
i knowledge of groups. Like the exercis:
tual distance from our everyday e
i ini ould appear to a Martian (imag
of imagining how we humans w car 10 B aran, imagine
ini i toaster cozies), the project of thinking /
explaining wax lips or b g of ourselves
ations that we might o
as linked computers offers some realiz ;o ise
i for granted. The more subtle ans
take for common sense and take 8 . ubtl \
21;% we would want to develop this metaphor is g'\at in dtlicussmg
built and the problems that must be over-
how computer networks are ' the obotarlon
i i i - learn something of the obs
me in engineering them, we may \
f\iturally er%countered (and solved) in the evolution of human group
memory systems. ’ ) .
Mucg, cayn be learned about a system by z}tterr;ptltnlgl to glclélctietc)ﬁﬁ.i ('11':1;:
ici i f artificial intellige
is the basic idea underlying the use o e e
i ical theory, and the notion of theorizing
for the construction of psychologica . tion o g
by engineering is now well-developed in the study of individual cogni
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FIGURE 1. Distributed processing with memory sharing,

tive process (e.g., Braitenberg, 1984; Minsky, 1986). This approach has
not been applied with much regularity to social systems (but see Latané
& Nowak, 1994; McPhail, Powers, & Tucker, 1992), or at all to the
phenomenon of social memory, and it is about time. So getoutyourtools,
cables, computers, and instruction manual. In the next few pages, we're
going to learn about social memory by building one. In so doing, we will
construct a new basis for reviewing and extending the analysis of trans-
active memory.
The design of computer networks is quite sophisticated these days, but
for our purposes we only need to explore some basic ideas (see Mason,
1987). To start, let us examine a simple computer network that enjoys the
benefits of shared memory. Figure 1 shows two processors that share one
physical memory. This might happen, say, in your bank or supermarket,
where more than one computer processor can read from and write to the
same physical memory or database. The benefit of this system is that
each processor has access to information that is perfectly current among
all processors; every clerk in the bank will get the same results when
checking into your balance, and €very supermarket checker will put the
information in the same place when acknowledging that you have paid
for your bananas. The manager can look into memory to see how much
of what is being sold and so can order more without even looking at the
shelves. The only bottleneck in this arrangement is the speed with which
an individual processor can write to or read from memory. And the one
minor problem that must be solved along the way is preventing two
processors from acting on the same memory item simultaneously. All
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FIGURE 2. Distributed processing with message passing.

that is needed is some “under revision” flag that each processor ﬁuts out
at a memory location to keep the other(s) frOfn accessing or changing
that location while the first processor is doing its work. _  of mase
Although it seems exceptionally useful tod have thlls1 sor nosystem
i sponds to no huma
emory bank, sadly this system corre; .
::xrrent{y known. People don’t have physically cgpnetclteci mee::ﬁrftsr,lgg;
ili d or write directly to
do they possess the ability to rea o1 Wr : poach other's
i i i long imagined this possibility
memories. Social theorists have 1t ity In their
i “ ind,” however, as it is very usefu P
conceptions of the “group mind, y useful o repre-
i lting from some common '
sent group behavior as resu sk of informa-
; 985). Unfortunately, this
ion (Wegner, 1986; Wegner et al., 1 : .
:Lomkn(ing tgends to inspire overenthusiastic extensions that 1:t>roll>ose a( ;egal
i i lasm then in ectoplasm (e.g.,
memory, rendered if not in protoP . :
?:ﬁup1922' Pax?;to, 1935), and such extensions clearly miss thelpolmti(sWe
are i,ot all joined at the head. The way soci]al mhemor)'r ac;:tiugegr); ;)oT hlxz
twork shown in .
delled better by the computer ne .
rrt:e(zwork involves message passing between processors, each of which
its own physical memory.
hazike a corr?pzter that sits on the desk at work, }i:'onmtectedkbgf ;:;daefx;\no:"
ter elsewhere, this networ
network cable to another compu : y offersa form
benefits. To some degree, the two
of connectedness that has some on «the two mem
information in the other
i e in contact. One processor can reac . _
;:(:c:;sor's memory by asking the other processor. (This system is also

a bit like what happens when you have computers at home and at work ; ;

COMPUTER MODEL OF HUMAN TRANSACTIVE MEMORY 323

that you “connect” by carrying a floppy back and forth every day to
transfer files from one'to the other.) The rudimentary benefit to be gained
here is that there is at least basic communication available between
memories.

However, there are three serious disadvantages to this system as it
currently stands. First, there is a new bottleneck that is likely to make
everything painfully slow. Whenever Processor 1 wants something in
Memory 2, it must first request it from Processor 2 by passing a message
through the potentially sluggish modem line (or worse, the hand-carried
floppy), and then must download it from Processor 2—which involves
another transfer. The second disadvantage is that this operation ties up
both processors. Unless the computers can multitask (do multiple things
at once—which humans also may or may not be able to do, depending
on context), they will both be completely occupied by the mere task of
writing to or reading something from social memory.

The third disadvantage of this system is the most disabling. With only

Neither processor has a clue about whether the other’s memory will
contain any given item, and so many messages will be either foregone
or sent for no reason. Processor 1 mightbe doing something that requires
knowledge of the price of noodles, for example, and this price might be
in Memory 2. But Processor 1 would not know this, and so would fail in
itsnoodle-relevant task, Each processor might thus never take advantage

from the other processor. In this case, the processor working on a task
might ask endless questions of the other, to the point that the second
processor would be totally devoted to the same task occupying the
first—the equivalent of an afternoon with a six-year-old who has just
figured out about “why?” questions. The only way a system like this can
work is if a wise human is running the whole thing and spends time
keeping track of what is in which computer.

In some computer networks, a solution has been developed for this
problem that begins to make the system work as though all the proces-
sors had physical access to one big memory (asin Figure 1), even though
they are physically separated. The network plan shown in Figure 3—
message passing with directory sharing—allows individual computers
tobe connected so as to benefit froma virtual shared memory. Inessence,
it uses software and a processor connection to simulate a massive hard-
ware memory. This system functions on the principle that any com-
puter’s memory is not usually just a random jumble of information, but
instead is organized in terms of some set of categories or files. The list of
these files is a directory, and as a rule the processor reaches its own
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FIGURE 3. Distributed processing with message passing and directory sharing.

individual files or items by addressing therx} in their appropriate dl.l'etC-
tory entry. All that is needed to produce a slick r}etworked memory 1;1 2
have the directory representation of a computer’s memory conte.nts a
is available for the memory’s own processor also made available in some
rocessor. .
foirsl i?\roglf\ ?rtxhlfirgzre 3, each memory in this network contains 1t;;>}:vn
directory, and also contains a directory 9f the other memory. When
Processor 1 then queries its memory for a fxle, for example, 1t1can r}?vtlﬁw
not only whether this file will be available in 'Merflory 1, butalso whether
it will be available in Memory 2. If the file is in Directory 1, the procfe:sqr
can find the information immediately in its own memory. If th}:e ile 1;
not in Directory 1, but exists in Directpry 2, Pr'ocessor 1 ca;: then as ¢
Processor 2 to query Memory 2 for the information. .‘Alth.ougba prqcclels
sor’s retrieval of information from distant memories 15 su stantially
slower than retrieval from its own, the quick se_arches of own mem.oxl'()ir
can be supplemented when needed by these additional searches, to yie
ntial database.
) f’la":\é:::g::ep?t:fee issues that must be dealt 'with if this more eclleg._ant
network is to work. First, there is the issue of fitrectory updatmg.VIV.J };\) ating
the directory to a processor’s own memory 1s l,‘lot a problem. : lfnev:;
items are stored or retrieved in the processor’s own r‘nefnory,l. iydat
addressed by means of the directory and are t!’\us mtrm'sxcally‘ mte tlr\o
the directory. The difficulty comes in updating the directories to the

memories linked to other processors—without actually storing, retriev-
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ing, or reviewing all those memory items individually. One solution to
this problem is to make each processor review the other’s directory
entries by virtue of message passing whenever both are not busy. An-
other is to arrange that the directory structures of both processors are
identical, such that when one accesses its own memory through a direc-
tory and finds no relevant item it immediately turns to the parallel
directory in the other machine. Even this solution requires directory
updating, however, because any new directory structure occurring in
one machine must be duplicated for the other. Regardless of the particu-
lar solution, then, directory updating is a key activity that improves both
the speed and breadth of information availability in a network of this
kind.

The second issue of importance for this directory-sharing network is
information allocation. What happens when an item arrives in the net-
work? It could be that each processor that receives input of any kind
would just dump that information immediately to its own memory, as
this procedure would be more efficient at this point than any attempt to
allocate information to another memory. And, if the two directory struc-
tures are indeed identical, as is one option in this network, then it matters
little where any particular item is stored. The first processor to get it
should just keep it in memory. However, if the directories diverge in any
way, the long-term efficiency of the network would be improved if, in
periods when both processors are free, they “clean house” by transfer-
ring information from the computer with a less sophisticated directory
structure for that information to the computer with the more sophisti-
cated structure. If one machine has everything on its hard disk in one big
directory, for example, and the other has a specific directory entry for
noodle information, the system as a whole would be able to find noodle
facts more quickly if any noodle items were transferred to the noodle
directory in the machine that “knows noodles”—and a notation of that
directory’s existence were entered in the other machine(s). Such alloca-
tion of information also solves in advance any problems that might arise
later from disagreements between multiple sources of information in the
network; multiple files on a topic could differ because some are not
current or are early drafts, and a single file in a single location avoids this
ambiguity.

The third issue that needs attention in the operation of this system is
retrieval coordination. A system like this, once built, is only accessed
efficiently if each machine is programmed to follow retrieval rules that
take advantage of the system. If one machine needs a memory item that
it cannot access internally, it needs a plan for deciding when to query the
other computer; and if there are many other computers, it needs a further
set of decision rules for selecting which to query first, second, and so on.
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It is often a matter of judgment whether an item w‘ill be fognd gpder a
particular directory label, and, when there are multiple possxb’le 1;re.cto-
ries, even a fully updated directory system may not make it o vg)us
where the item might be found. In this sense, each computer niae sa
coordinated internal model of the directory structure of the whole sys-
tem. The alternative is a random search that will tie up all the processors
ine the system'’s efficiency.
angyur?;i:vr,mwe’re faryenough into computgr network theory that an(}if
reader who has not wandered off into traffic must already understfm
the point: Human beings in pairs and. groups forrn‘ mess.a%e-ptassull(g,
directory-sharing memory systems. ‘Thls means that in social networ ::
we get many of the benefits of having greatly expande?d n;etrtrl\otry ;c,yht
tems, while suffering little of the reduged spged of re‘trlevah at mig
befall us if these systems were only built on disorganized chatter. .
The basic insights we can take away fro_m the computer netw(;)x;
metaphor for understanding human transactive memory correspond to
the three issues noted above for the archxtegture of message-passtpvge,
directory-sharing systems. First, the formation of humz;n l'transac 111 e
memory systems depends on processes whergby peop e:j za‘rr} vrvma-
others are likely to know about (directory updating). Sfac;)n , t.e ocom-
tion of these systems also requires processes whereby in orrr? u?nlikel
ing into a group is communicated to 1nd1v1d}1als whc_:se expertise 1st ‘ o);
to facilitate its storage (information allocation). Thxr'd, the operahlorf
human transactive memory depends on each personin the.groufp 1;;vmsg1
a retrieval plan for any topic based on the relative expertls'e o sfe a?l
the others in the group such that the sequence of l.ocafxonsI orha zr
information search can be determined (retrieval coordination). In s (;r ,
a complete transactive memory in a group occurs Yvhen each r'netmt }i:
keeps current on who knows what, passes 1nfo.rmat10n or; a ';:)p}c 0 he
group’s expert on the topic, and develops arelative sense of w }:) 1Sfe)t(f}:ese
on what among all group members. We now discuss each o

processes in turn.

DIRECTORY UPDATING

Our directories for memories held by others can be thougghot c'>lfhai
metamemories (Flavell & Wellman, 1977; Nelson & Narens, 19 ): ;1-
is, they are memories about memqries. But they are not.men;onfsthe
judgments about our own memories—they are rf\emones ; ouf he
memories of others. Just as we can separate knowing sorneth ing k;gw
knowing that we know it (Hart, 1967), we may knov{ thath ot ﬁrs "
something without knowing it ourselves. The question then becomes:

How do we know they know it? ;i

COMPUTER MODEL OF HUMAN TRANSACTIVE MEMORY 327

People rely on several different sources of information in creating and
then updating their transactive memory directories for any group (cf.
Wegneretal., 1991). At the most basic level, a directory for an individual
could be created with default entries based on the observation of surface
characteristics of the individual. When we are in an impromptu gaggle
waiting for a bus, for example, we can probably can make some rough
estimate of who will know about automobile tires (the men rather than
the women?), about basketball (the tall rather than the short?), or about
heating pads (the old rather than the young?) even though these guesses
are based on stereotypical overgeneralizations and are bound to be
wrong and potentially prejudicial in many individual instances. When
there do exist differences in an area of memory expertise identifiable
through physical characteristics, however—for example, in that women
often know more than men about their social relationships (Ross &
Holmberg, 1988)—it becomes useful for individuals in groups whose
members are otherwise unacquainted to base their searches for memory
items on observations of such surface features.

One of the key purposes of conversations in working groups is the
updating of individuals’ directories for group information beyond this
default level. Oftentimes, this means making explicit assignments of
directories to individuals (“Norton, you count the mops”). Individuals
may also volunteer or otherwise accept responsibility for a range of
information. In all these cases it can be said that negotiated entries have
been created in the directories of all who hear of this allocation. When
these assignments are public, they become immediately useful to all who
know of them. This kind of planned knowledge allocation seems par-
ticularly likely in task groups, but it can also happen when groups
formed for any purpose find they can perform that function more
effectively by planning explicitly for differential expertise. Couples in
close relationships may negotiate who will be the financial expert and
do the bills (Atkinson & Huston, 1984), for instance, or who will be the
Halloween costume expert and remember where these are when they
are needed.

It is quite unlikely, though, that explicit negotation or conversation
will be directed toward many such items. The “Halloween stuff job” just
falls to someone in the family, and it would be strange to talk about it
(“Dear, I'm so very tired of keeping track of the pointed hats”). More
often, the division of whole domains of information happens on the basis
of some perception of differential expertise or interest among group
members. These expertise entries mark one person as having more knowl-
edge or interest in an area than do the others, and this person becomes
the group’s designated storage location for items in that area. In groups
with clear role distinctions, the roles often exist as markers of expertise,
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but in unstructured groups, the attributiox_l of e>'<pertise can c:;:cure zgrcf
capriciously. It doesn’t take much to get thlS. rolling, because eo};ten ge
tion that a person knows about one item in a category mazrson nbe
enough to get the ascription of expertise undgrway. Just afla }t) reon with
one cow figurine becomes the owner over time of a cathe x et mu-
seum—because everyone thinks the person is a cow enth usxasS :n 1 s0
brings cattle artifacts from distant airport gift shops—;l e pexl'1 nina
group who knows one thing about cattle may become the group
exl};(ie::ctory updates also can come from kngwledge ofh the acc:sssnt’cs)
information that others enjoy. Such access entries occur w e}? ? pe on's
exposure to information is known to the other. Kpowmg thé 3 'paetion
has accessed information earlier thap have others is one such indic tor .
For example, such primacy is operating when the flrst. persontn::I at gkeep
to hear about the weather prediction for the Weekend is ex.pecl e factof
track of the weather updates later on. Dufatzon of access 1sh a sc: 1: fa fo;
such that the person who is in Wisconsin longer thanf't ; Bo loeit And
example, is more likely to be expected to know where to fin ;ev ol .most
recency of access can also be a cue to knowledge. Thel:) i)etrscl)r\ who most
recently had the TV remote contro} is expected to be able to ‘(/)Vc eiteven
though others may have had it first or for much lor\ge;. gtga ner and
associates (1991) note that these rx,.lles seem to o[:)eréte for ci 2tions in
scientific journals. When one is hopmg.to mafke a citation fora p prtiouar
pointinanarticle, the usual procedure is to cite gxther the resgtarc ex who
found this first, the one who has devoted an entire career to t, cil'-cle one
who has made the point most recently. I.n a major review art}l1 t ,m ne
might even cite all three. It is bad form to cite a list of references tha
e criteria. .
noIrrter(x)xfatr}:; sgroups, these sources of di}'ector)f entries a}ze all L}:;tta:etz
required for the formation of effective directories for e'acf me;r?ion (hat
provides a map to information in the group. W'hen thein 01l'm tion o b
stored in a group becomes particulax:l){ ﬁne-gral.ned or pogr 3' ?ogbecomé
however, it may be that some individuals will be nee;' e 10 become
directory specialists for the group as a .wh9le. The recep iom ' nezd -
tor who works the phones in an organization, for examp i, ;n eyheld .
keep a far more detailed directory of the areas of knowle vgv > he sud};
group members than will any other'member of the groupl.< en such
specialization occurs, the ability of this person or persons tot eepve;:i with
the changing face of individuals’ memories may'requxfre ex e}r:-stl e direc
tory-updating activities. The recent proliferation o ] touc to ne tele
‘phone menu systems (“Touch 1 to speak to your Morfl ) accen }:1 tes the
difficulty of maintaining such directory expertise in ir:3fnoug \ humar
receptionists to allow many people easy access to the information
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inany large organization. The directory specialist thus has a certain form
of power in the group that should be obvious to anyone attempting to
access the group’s knowledge (see Krackhardt, 1990).
A final complication here is that the updating of directories is not

always easy. In a couple who have been together for some time, for
example, each partner will have formed a fairly stable directory to the
other’s memory storage. Quick changes in the couple’s scheme are likely
to be difficult to incorporate, as the grooves of habit will be deep. When
he has always taken care of the rabbits and she has always tended the
mule, both rabbits and mule might go hungry for a while if the pair
suddenly switched chores. Wegner and associates (1991) found in this
regard that while offering a new memory organization scheme—an

imposed directory—to pairs of unaquainted people increased their

group memory ability for items that fell into the scheme, offering such a

scheme to a close couple not only didn‘t help but actually hurt their
memory performance, If directory updates are to have the intended
effect of enhancing group memory, they must occur a little at a time such
that the group memory structure can itself be remembered.

INFORMATION ALLOCATION

It is risky to pass information from one person to another. The classic
studies of Bartlett (1932) revealed that information is quickly degraded
when it moves along a chain of people, often to the point that it is no
better than information that has been moldering in one person’s memory
for many years. This disadvantage suggests that it might be most effi-
cient for groups if the first person to receive any item of information is
generally assigned to keep it in personal memory. However, this tactic
undermines the formation of effective group memory structures because
it allows memory to become scattered among group members. Each

person’s directory becomes very large and haphazard, and so becomes

difficult for others to remember. For this reason, the risk of information

degradation is often accepted as a tradeoff for the benefit of efficient

group memory structure. Information is passed to the person in the

group who has the most relevant and most well-developed directory

structure for items of that kind.

Ideally, the information is passed immediately, perhaps even without
being encoded in any other memory. The new cookbook is rapidly
conveyed to the family cook, for example, or the bills that arrive in the
mail are placed on the family money-manager’s desk. Any delay in
getting the item to the expert means that it will not be accessible to other
group members. In these instances, the person providing temporary
storage of the information may know it only by some label while it is in
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transit (e.g., “the cookbook”), and so wi!l_not l:lave contact with the
lower-level items of information (i.e., specific recipes) at all. Only wben
the items are actually in the memory of one of the group members (ie.
the cook reads the book) will the group l}ave use of them (ie,, .fewgr
poptart-based meals). The kind of information passing thz.it occurs in this
way—without initial storage of the lower-lgvgl mformatlor} on the part
of the passer—is especially efficient becaus'e it mvol\{es passing informa-
tion without the passer necessarily memo;llzmg the information person-
' uently forgetting it personally. .
al!l)"’hc:err:ua‘:rseeclless ef};icieﬁt bu;g ml;re interesting forms of inform.atlon
passing that involve seemingly complete t.ransfers _of 19wer-level infor-
mation. One person may be holding some information in memory, gnly
to learn that the other person knows much more abo'ut this sort of thing.
The first person passes along the information in detail to the §econd, and
then proceeds to ignore these matters from then on. This might happfen
when, for example, a researcher whq has worked at a small college ct>r
many years and has always devised his own grant proposal budget§ gle 1:s
a job at a large university where the department has a budget specia ist.
From then forward, the researcher need never worry about c.alcglatg\g
fringe benefits again, or about dealing with 'all' the other minutia that
must be reinvented with each proposal submission. One result of this is
that the budget specialist will learn a bit more about how to do budgets
from this newcomer. The other result, however, may be that the re-
searcher soon forgets budget-writing entirely. Items that are not relgu-
larly retrieved from individual memory, after all, may .becon}e kezi
retrievable no matter what their initial strength”of er}codlng (B]or
Bjork, in press), so the person who has ”p:alssed thg information r?ay
actually lose the ability to retrieve it. over time. In‘thls: way, tr.ar;s.ac. :lwf
memory may have the effect of creating remembering in some individu
ing in others. '
al?l";r;i\f'z;gtigll cgnsequence of these processes of.attgn'tion anai disatten-
tion and remembering and forgetting is that individuals in g}foup;
become progressively more speci'alizefi for memory tasks. Alt ougd
everyone may start out equal, w1t'h §1r'n'1lar c}xrectory stn'lctli)rets an
storage patterns, small disparities in initial dlrgctory entries between
individuals can become magnified over timg by virtue of the 'mformatlon
allocation process. This progressive df'fferentta_tzon of transactive n'lem(})‘r);
can magnify default directory entries, for instance, to the li:omt t af
stereotypical memory topics in fact do become excluswely. the aegis o
the persons for whom they are socially ex.pected.' Sex-r'ole dlstm.ctlons in
memory tasks may become exaggerated in relationships for this reas;)‘n
(he always remembers where the too%s are, she qlways knqws what the
baby should be fed). At the same time, negotiated entries, expertise
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entries, or access entries are also likely to be amplified through this
process, such that any minor initial deviations from a “vanilla” memory
structure will over time become major as the result of group member-
ship. We often think of eccentricity as a property of someone who spends
too much time alone—but here we find a social process that constructs
eccentrics of sorts in service of enhancing the memory of the group to
which these people belong.

In a recent study of the effects of group training on group memory,
Liang, Moreland, and Argote (in press) have observed both the occur-
rence and the utility of progressive differentiation. Subjects in this re-
search were trained to assemble radios either in work groups or
individually, and then later were tested on this task either with their
original group or, for those trained individually, in newly formed
groups. Groups whose members were trained together recalled more
about the assembly procedure and produced better quality radios than
did groups whose members were trained separately. Extensive coding
of videotapes of the assembly sessions showed, in addition, that group
training increased the differentiation of knowledge in the group—in that
itincreased specialization in remembering distinct aspects of assembling
the radio, increased the coordination of the group in their work, and
increased how much group members trusted one another’s knowledge
about assembling the radio. Analyses showed, moreover, that these
factors played a significant part in improving group performance in the
group training versus separate training conditions.

These findings have been amplified in further research by Moreland,
Wingert, and Argote (cited by Moreland, 1994). In this study, in addition
to groups providing a direct replication of the Liang and associates’ (in
press) experiment, two further conditions were explored. In one, subjects
were trained individually and then had a brief team-building exercise
(and were then tested in these groups); in the other, subjects were trained
together in a groups but were then tested later in different groups. It was
found that groups in these two new conditions performed as poorly as
groups in the individual training condition. Groups in the group training
condition did much better, as was found by Liang et al. These control
conditions lend further credence to the idea that the development of the
group’s transactive memory was a key feature in the effect of group
training on subsequent performance by the group.

If these results characterize the typical operation of working groups,
they suggest that progressive differentiation is a natural and useful
aspect of transactive memory formation, Groups that encounter infor-
mation together become proficient as they learn to allocate the informa-
tion and then retrieve it when they perform. There are obviously
exceptions to this rule. At the extreme, complete differentiation would
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be counterproductive. Some knowledge must be .shared-—'-as when, for
example, everyone in a group needs some item of information so that all
can behave in some uniform way (e.g., attend a party). It is also the case
that these sorts of differentiations would not be likely to occur were it
not for the existence of shared information about the directories of others.
If the female in a couple didn’t know that the male knew }'\ow to fi?c a
leaky faucet, for example, she might need to attend to such mformatl_on
herself. Without the reliance on others for memory that comes with
personal directories to their expertise, one needs to maintain one’s own
expertise and so will not be inclined to specialize. o
Differentiation may also be unlikely when the information is of greater
interest to individuals than it is to the group. When, for example, a couple
discusses the odd fact they just learned about their mutual acguaintance,
they may go on for some time comparing facts and filling in the story
from both of their perspectives so as to form a representation of this
person that is satisfying to each partner (Ruscher & Hammer, 1994).
Because the couple has little joint interest in this person, howeYer, the
information may not be entrusted to either partner alone and mgtead
may become part of the couple’s shared stock of knowledge. Duph.cate,
undifferentiated memory structures can often occur when thex:e is no
special pressure for the group to form an efficient system for storing and
accessing information. ’ ‘

One other exception to the differentiation rule involves memory mfo_r-
mation that is simply not shareable. The examples we have gsc'ed to this
point suggest that everything can be communicated, b}xt tf}ls is not so.
When an individual learns skills, for example, or acquires information
implicitly (without knowing that he or she has acquired it;'see, e.g., Graf
& Masson, 1993), these items cannot be transferred readily to another
person. In the case of skills, time and practice are required for trapsfer,
and even then the skills are not shareable with others in the group in the
same way that specific answers to questions can be shared (Argote,
1993). In the case of implicit memories, the individual does not have
verbal access to the fact that the learned information is in memory, and
the information shows its presence only by influenc.ing performance.
Only when items in memory take the form of explicit, verbally-repre-
sented memories can they be passed among group members .and accu-
mulated in particular persons. These, then, are the memory items that
are likely to show progressive differentiation as the result of the infor-
mation allocation process.

The information allocation process, in sum, is the procedure whereby
individual memories are fashioned into a differentiated group memory
that is useful to the group. Individuals are changed in this process, such
that they come to know some new things and lose contact with some old
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things. This only happens, however, to the degree that the group knows
about it. The group must have access to this differentiated structure in
the directories of its individuals if the process of information allocation
is at all to be useful. Without directories to this information, group
members would be in the same position as members of newly-formed
groups. They would tend only to talk about shared knowledge, rather
than accessing the unshared knowledge held by individuals (Stasser,
Taylor, & Hanna, 1989). Only in groups that have been together long
enough to form useful directories can it be expected that unshared
information will be accessed to the benefit of the group as a whole.

RETRIEVAL COORDINATION

The individual in a group has at least two and sometimes many more
directories to consider in deciding where to look for any memory item.
The question of retrieval coordination is the issue of how to organize the
search process during retrieval so as to maximize both the speed of the
search and its likelihood of finding the needed information. There must
be an overarching “directory of directories,” or at least its functional
equivalent, if the most efficient searches are to be made. A large part of
this coordination process involves a first decision of whether to look
beyond the self at all. Retrieval coordination may invoke, at least in-
itially, then, an assessment of one’s “feeling of knowing” (Hart, 1967) for
the desired information.

According to accounts of the “feeling of knowing,” a question directed
to a person can prompt retrieval of the relevant memory item, and can
also prompt retrieval of an assessment of whether that item is known
(e.g., Nelson & Narens, 1990). The “knowing” judgment is predictive of
whether the item will indeed be retrieved, but not perfectly so. Indeed,
assessments of “knowing” can be influenced by a variety of variables
that are irrelevant to the likelihood of retrieval. But such “knowing”
judgments may nonetheless influence whether the individual will trust
his or her own item retrieval or instead call on someone else for the item.
Although research has not addressed this directly, it would seem that
individuals should also be able to generate “knowing” judgments for
others in their group—based on their directories for those persons. With
a strong feeling that one’s spouse would know where the camera is, for
example, why should one even think about it where it is before asking?

This reasoning suggests that individuals will often look outside them-
selves for items of information, sometimes even before they attempt to
retrieve the items from their own memory. When the items are simple
or brief, of course, retrieval could be so fast and automatic that it
overrides any attempt to look to others. When items are complex,
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lengthy, or difficult to retrieve from one’s own memory, however,hone
may often turn to others who seem more hkely to know. Indeed, t ere
are even some instances in which the first thing t}}at comes to mind
regarding some topic is where to find out about it rather_ than any
lower-level information on what it is. When someone mentlol.'ts a par-
ticularly arcane statistical technique, for example, one may thm'k nght
off of Professor Brontosaurus—the person who taught this t'ech.mque in
a class—rather than thinking of how one might go about do1'ng"1t. When
retrieval questions prompt thoughts of ”wk.to wguld know th}s? onecan
be fairly certain that one’s own directory inspires less copfxde.r\ce than
the directory of this other person and retrieval attempts will be interper-
sonal rather than intrapersonal. '

Effects consistent with this proposition have been observed in several
studies. Smith and Ellsworth (1987), for example, found tbat pgople were
more inclined to change their memory reports in the dlrectlor.\ of mis-
leading questions when those questions were asked by‘an examiner wl:io
was ostensibly knowledgeable about the events b_el.ng rememb'ere .
Loftus, Levidow, and Duensing (1992) surveyed vxsuor.? to a science
museum, in turn, and found that those who are inaccurate in a.partlcular
memory domain also tend to be suggestible in that area. Children .and
the elderly, for example, were relatively inaccurate anc} also suggestxple.
Artists and architects, on the other hand, were suggest.lble despite belpg
relatively accurate. The assessment of one’s own relative memory abili-
ties need not reflect reality completely—although such misassessments
would tend to make one less useful as a member ofa transactive memory
group. Asking others for items one already k’nows, or ignoring their

retrievals when these are more correct than one’s own, are good ways to

ine group memory performance.

un’Ic'ilfen::tr:iegal cgordinatizxf involved in deciding wl.netllier self or other
is a better source of memory may underlie the finding that grogp
memory is generally better than individual memory. Inan 'early st; y
of this, Yuker (1955) had individuals recall their own versions o'f ar-
tlett's (1932) story “The War of the Ghosts,” and then had them dlS(':;:l;S
this in small groups and generate group recall pro?ocgls‘ as well, r e
group versions were more accurate than the average individual recall in
38 of 40 groups tested. This finding has since been .observed acroz
research in this area (Clark & Stephenson, 1989; I-.Iart'w.lck, Sheppard,

Davis, 1982; Hinsz, 1990; Vollrath et al., 1989). If mdelduals follqw thz;
strategy of withholding their answer whenever fhelr own feeling o
knowing for an item is weak, any answers provided by othe.r grc:lup
members might be more likely to be correct and would be substituted to

e the group performance better.
m;l;\e factg thatpixlx)dividuals’ feeling of knowing judgments are not per-
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fectly correlated with their actual memory would suggest, further, that
group members would not always be inclined to dismiss their own
(inaccurate) retrievals in favor of those of others. This means that while
there is some noteworthy improvement from individual to group mem-
ory, this improvement is not complete. That is, the group memory will
notnecessarily capture all the accurate information that individuals have
in their memories to create a “best possible” retrieval. Research by Hinsz
(1990) and by Vollrath, Sheppard, Hinsz, and Davis (1989) indicates that
newly-formed groups indeed do not perform up to this “truth wins”
level.

A key aspect of retrieval coordination, then, is the development of the
recognition of expertise among group members. Libby, Trotman, and
Zimmer (1987) found that work groups could recognize individual
members’ expertise to some extent, in that the group member identified
as having the most expertise at the task did perform significantly better
than the average member. It also appears that the recognition of a
group’s expertise overall is augmented by group size. Littlepage and
Silbiger (1992) found that larger groups were more likely to recognize
their own expertise on a task.

Another finding in the group memory literature is that groups inspire
individuals to report greater confidence in memory (e.g., Hinsz, 1990).
This makes sense, too, as a concomitant of the retrieval coordination
process. The individual in a group achieves a feeling of knowing not only
for what he or she knows, but also for what other group members know.
This group-based feeling of knowing may color an individual’s esti-
mates of knowing, especially if the individual has been a member of a
group for a long time and has become accustomed to retrieving informa-
tion in the group transactively. When this happens, the perception of
boundaries between one’s own directory and the directories of other
group members may be undermined. It may even be that this process is
involved when members of a 8roup come to appropriate the ideas of
other members (cf. Wicklund, 1989).

These kinds of observations remind us that retrieval coordination is
anindividual enterprise, something that happens inside the head of each
group member, and that therefore can be more or less effective given the
individual’s proclivities. Individuals might claim more expertise in cer-
tain areas than others for egotistical reasons (Greenwald, 1980), they may
take different perspectives on social events that influence their memories
and their appreciation of others’ memories (Baumeister, Stillwell, &
Wotman, 1990), and they may contrive to present their memories to

others as more or less veridical for social reasons (Gentry & Herrmann,
1990). These forces are likely also to sway the individual’s efforts at the
coordination of directories in a group, such that the person’s desired or
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preferred organization of knowledge in the group may influence the
search for information more than the actual organization of such knowl-
edI%Z;rieval coordination may break down to the degree that tk.\e ir‘ld.ivid-
ual turns to others for retrieval of information V\{hich the individual
himself or herself is in a far better position to proylde. The tend'er}cy of
children to accept memory suggestions from family or from their inter-
rogators is now well known (Ceci & Bruck, 199?), for exalee, and 'the
developing controversies surrounding the veracity of memories of child-
hood abuse uncovered years later in therapy (e.g., Bengdek & Schetky,
1989) indicate that there are points when people may m.deed dfaw on
others’ memory suggestions in the process of producing their own
recollections. Moreover, since the sources of a memory are not necessar-
ily remembered piggyback with the memories ther'nselvgs (Johnson,
Hashtroudi, & Lindsay, 1993), the potential for conf931on of mtel"nal and
external sources of memories is very real. The intrusion of others memo-
ries or suggestions into one’s own memory repprts seems especxa'lly
likely to occur in the climate of trust in the memories of othe'rs that exists
when own and others’ memories combine in a transactive memory

system.

CONCLUSION

The central idea of this article is that the interaction of human minds
forms a system of memory that has certain important resembl_ances'to a
computer network. When we imagine wha? kinds of conmdgratl?ns
must enter into building a computer net, we find several useful inspira-
tions for understanding how this kind of process ensues when human
groups form and develop cooperative memory capacities. The computer
model shows us that getting organized (directory upc'latmg), chann.ehng
information to the right places (information ’allocatlon), a.nd having a
strategy for getting it back (retrieval coordination) are all things we mu§t
think about to link computer memories. And as we have seen, there is
evidence that these same tasks arise and must be undertaken when
humans remember in groups. To the degree that human groups do solve
these problems, it appears that their group memory structures d'evelop
and become capable of memorly feats far beyond those that might be
lished by any individual. '
ac’i'(;\r?c)omputery nethork model does not capture all that goes on in the
affairs of human social memory, of course, as computers themselves'are
still no more than stick figures against the classic art of the human mlr.\d.
We cannot learn too much from this model, for exafnple, about aff.ectlve
influences on group memory, or about ways in which human desires or
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the clash of egos might prompt new forms of remembering and forget-
ting in groups. The computer network model also falls short in the sense
that it offers only possibilities about human interconnections rather than
realities. There are many possible ways to simulate a network process,
just as there are ways to simulate any mental function, and there is no
guarantee that we have selected exactly the same architecture that occurs
in human networks. At best, we can appreciate that some of the basic
links between our computers, and the functions that these links serve,
must have counterparts of some kind in the way humans coalesce their
individual memory systems.

It is worth noting, in conclusion, that this article itself is an example of
the operation of a transactive memory. Having written on this topic off
and on for several years since participating in its development with
Giuliano and Hertel, I have become a collector of sorts for any bits of
knowledge dealing with the topic of transactive memory. Psychologists
who have heard of this idea send me things from time to time or mention
them to me at conferences. They allocate information to me in the form
of literary quotes, interesting examples from their lives, research find-
ings from their studies, and things they have read that relate to the topic.
Without asking for this, I have become a repository for psychology’s
knowledge of transactive memory, a node on the network as it were.
Writing this article, then, is my way of saving people the time it would
take to ask me about these things. Please update your directories in
response to this article. For the next while—until I have accumulated
enough material for a new paper—this Social Cognition issue knows
everything I know about transactive memory and can take my place as
a speedbump on the information superhighway.
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